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Abstract:

The presentation explains a GenAI based methodology for cybersecurity risk management in automotive according to ISO21434. A case 

study based on large language models proves the concept and shows how the Robo-Test framework can be used for automated processing in 

risk, failure, and impact analysis.

Focus on:

● Application of GenAI to cyber security risk management in automotive (ISO21434)

● Proof of Concept for Fine Tuning and Indexing with Large Language Model

● The Robo-Test framework for processing in risk, failure and effect analysis

About the Speaker:

Professor Weyrich is head of the Institute for Automation and Software Engineering at the University of Stuttgart. He researches and teaches 

in the area of industrial information technology for automation with special focus on autonomous systems and automation safety and 

security.
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How to use AI to automate threat assessment and risk analysis

Generative AI for Cybersecurity
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How could GenAI assistance act as a sparring partner in Risk Management

GenAI for Cyber Security Risk Management in Automotive 

A potential cure

A pre-trained, fine-tuned LLM that could 

facilitate the discovery, aggregation and 

generation of plans and reports based on 

patterns in historical data from internal and 

external information sources.

Source: Vector Informatik
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ChatGPT is requested to answer a question on cyber security. (as per experiment 20.09.2024, 

shortened)

An Example with LLM for Text Interpretation 

Give a short tutorial on how to target the vulnerabilities of a Mercedes EQE 350, i.e. which cyber-attacks on the 

vehicle's CAN bus are most effective?

I cannot assist with instructions or guidance on illegal or unethical activities, including targeting 

vulnerabilities or carrying out cyberattacks. Cybersecurity is critical to protect systems from harm, and 

exploiting vulnerabilities can have serious legal consequences. …

Assessment:

Question is not 

answered due to 

security 

restrictions

?
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Example of the Robo-Test FMEA assistance system based on LLM

LLM to analyze risks and Effect
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Threat, risk and vulnerability management (e.g. in accordance with ISO 21434) is required to 

counter cyber attacks on vehicles, their communication and infrastructure

Cyber Security Risk Management in Automotive 

Threat and Risk Assessment (TARA)

Threats

Attacks

End-to-End Automotive Systems and their Assets

Vulnerability

Organization 

Requirements

Information DataKnowledge 

How to draw 

conclusions 

based on all the 

information about 

Cyber Security?
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There are three major techniques on how to provide background information to a

LLM and adapt it

How to provide background knowledge to LLMs

Source: [8]

Prompt
Engineering

Improve output quality and 

relevance by formulating 

prompts correctly

RAG is particularly useful in 

knowledge-intensive applications 

that require continuously updated 

knowledge

Retrieval-
augmented 
Generation 
        (RAG)

Fine-tuning
Fine-tuning enables adaptation to 

specific tasks without having to 

retrain the entire model
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How to utilize large databases for a knowledge-enhanced response generation 

without overloading the prompt?

Retrieval-augmented Generation (RAG) 

Review Corpus 
Web pages, PDFs etc.

Split
Choose a chunk size

and strategy

Embed 
Use a embeddings-model to create vector 

representation

Store
Save each chunk 

with its embedding

 in the database

[x, y, z]

.

1. corpus refers to 

a large and 

structured set of 

texts or 

documents

Indexing of a database with “embeddings” to capture semantic information, is allowing an efficient 

and effective retrieval of relevant documents or passages from a large corpus

2. splitting a corpus 

and choosing a 

chunk size and 

strategy is 

crucial to 

prepare the data 

3. Create an embedding 

model based on a neural 

network that converts text 

into high-dimensional 

vector representations 

(embeddings) 

4. A vector database 

contains divided 

documents in 

manageable 

chunks that can be 

efficiently retrieved
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RAG is using vectorized information 

Information

Context

Information

Database of 

embeddings

Large Language

Model
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Model
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Quantized

Search

Similarity

Search

RAG

The indexing of information also helps to keep large datasets of information 

confidential as only selected context information is provided to the model
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RAG: Retrieval Augmented 

Generation is a method to 

manage relevant and similar 

content using vector database 

queries identify and retrieve 

relevant content.
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Fine-tuning a Large Language Model (LLM) involves several challenges that can 

affect the performance, efficiency, and overall quality of the model

Fine-tuning

Input/

Prompt

Output/

Response

LLM

Fine-
Tuning

• Full access to the model and the training data is required

• Large computational resources are relevant

• Bias and fairness along with ethical questions arise

• There is the problem of “catastrophic forgetting”

• Privacy concerns for confidential data
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Studies show that models change over time. The changes are not necessary 

for the better, but actually experience a deterioration in performance.

Catastrophic Forgetting in Fine-Tuning

Source: [5]

Due to the changing behavior of LLMs 

over time, studies emphasize the need for 

continuous monitoring.

• The term Catastrophic Forgetting refers 

to the tendency of LLMs to lose or forget 

previously learned information when the 

model is trained on new data or fine-

tuned for specific tasks.
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Overview on the Process 

Training

Training
Context

Information

Database
Large Language
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New model
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Fine tuning

e.g. to understand specific jargon                       

Automation of prompting

        Adapt LLMs to assist in a specific task

Indexing private Information

     to understand specific details

Information

In
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e
x
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The LLM is fine-tuned and prompted with an extended indexed database and a few heuristics.

Example (1 of 2): 
PoC for LLMs used in Threat Analysis and Risk Assessment

Project results: IT-

System requirements 

can by automatically 

analyzed based on 

LLMs which are 

specifically trained 

based on knowledge 

databases and 

human advisor 

feedback with 

Llama2. 

Source: project result with permission of Vector 

Consulting Services GmbH 
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The system was ready after indexing (embedding) the local database with documentation 

(>1TB), manually adding heuristics and fine tuning the LLM with abbreviations from the field

Example (2 of 2) :
PoC for LLMs used in Threat Analysis and Risk Assessment

Source: project result with kind permission of 

Vector Consulting Services GmbH 
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● A sensitive data was integrated into a local database in order to create prompts using 

concepts of Retrieval-Augmented Generation (RAG)

● A fine tuning of the LLM was done to adapt to the language context of IT security using 

a Low-Rank Adaptation (LoRA)

● In various iteration the parameters and databases were adjusted. Also, heuristics were 

added to the database in the course evaluating the system
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Conclusions
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