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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

With the rise of the Internet of Things and Industry 4.0, the number of digital devices and their produced data increases tremendously. Due to the 
heterogeneity of devices, the generated data is mostly heterogeneous and unstructured. This challenges established approaches for knowledge 
discovery, which typically consume structured data from one source. The paper first describes aspects of data heterogeneity and their relevance 
for Industry 4.0 systems. Following, the upcoming challenges for different steps inside the knowledge discovery process for Industry 4.0 systems, 
such as for data integration and data mining, are discussed. Additionally, it mentions approaches to tackle them. 
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1. Introduction 

The Internet of Things (IoT) and Industry 4.0 (I4.0) are al-
ready well-suited terms in the field of industrial automation. 
Many concepts are already transferred from academia to indus-
trial usage. One big evolution coming with these concepts is 
connected and digital devices, e.g., in the form of cyber-physi-
cal production systems (CPPS) [2], which can produce a tre-
mendous amount of data. Therefore, the “Big Data” era arises, 
which brought many new opportunities and business models, 
as well as new challenges for data exchange and management 
[3]. One open challenge is to ensure a standardized information 
exchange in IoT and I4.0 applications [4]. On the one hand, 
interoperability between different devices is required. Infor-
mation about, e.g. a production process shall be shared between 
different machines or even different companies along a process 
chain. On the other hand, this data and information shall be pre-
served in a data storage (e.g., database or data warehouse). This 
stored data and information shall be used for data mining and 

knowledge generation based on the available data and infor-
mation, following the DIKW-pyramid (Data Information 
Knowledge Wisdom) [1] as shown in Fig. 1. Artificial Intelli-
gence (AI) is considered a key technology for data processing 
and shows a great deal of potential for benefits [5]. Throughout 
the domain of AI, Machine Learning (ML) methods and tech-
niques are one of the main drivers; especially Deep Learning-
based approaches show outstanding results for specific tasks, 
e.g. in image recognition [6]. These approaches need a huge 
amount of well-structured and homogeneous data for training a 

 

Fig. 1. DIKW pyramid [1] 
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model. However, in industrial automation applications, a huge 
amount of data is often unstructured and heterogeneous coming 
from multiple sources [7]. Unstructured data has no concrete 
data schema for data storage, e.g., a distributed data storage via 
folder systems. Heterogeneity from the data has several rea-
sons, which will be discussed in this paper. Although the data 
is unstructured and heterogeneous, much data is available and 
shall be used to generate knowledge with the help of data min-
ing methods such as machine learning. To achieve this, the data 
has to be integrated in a best-structured way, to access this data 
easily. This paper aims at summarizing the challenges for the 
knowledge discovery in heterogeneous and unstructured data 
coming from the literature as well as showing existing ap-
proaches to tackle those since the challenges are increasing 
with more data being generated. 

Objectives and paper outline: Chapter two shows the basics 
of Knowledge Discovery for the field of industrial automation 
and the occurring data with its properties are discussed with a 
focus on the variety. The fields of semantic data integration and 
machine learning with related work are shortly introduced. In 
chapter three, we derivate challenges for the data flow along 
the knowledge discovery process. We discuss different ap-
proaches for discovering knowledge in heterogeneous and un-
structured data in chapter four. In the final chapter five, future 
possible research directions are highlighted. 

2. Basics and Related Work 

2.1. Knowledge Discovery in Databases 

Knowledge Discovery in Databases (KDD) is a nontrivial 
process to find knowledge in existing data. In [8], the process 
was first defined to give a better understanding of the different 
approaches in the field of Knowledge Discovery and how those 
fit together in this multidisciplinary field. The KDD process 
model tries to model all relevant steps, from accessing and se-
lecting the data up to data mining. Data mining is often used 
interchangeably with KDD, but it is just a single step within the 
overall KDD process. There are different models for 
knowledge discovery in databases, such as the KDD model [8] 
or the CRISP-DM model (Cross Industry Standard Process for 
Data Mining) [9]. In this work, we refer to the KDD model 
from Fayyad et al. [8] as it is widely used in practice. The 

model with its different steps is shown in Fig. 2. To discover 
knowledge, data first has to be selected, pre-processed and 
transformed, before data mining can be performed. The ex-
tracted patterns can then be interpreted and evaluated to finally 
discover new knowledge. 

2.2. Heterogeneous and Unstructured Data 

Big Data has been referred to as a revolution, which trans-
forms many industries. The main purpose is to extract 
knowledge and value out of the big amount of data and enable 
better decision-making. Big Data itself was earlier defined by 
three Vs (volume, velocity, and variety) [7, 10]. However, a 
more commonly accepted definition nowadays is using four Vs 
(volume, velocity, variety, and veracity) [11, 12]. Each V itself 
brings unique challenges to the different steps of the knowledge 
discovery process. In this paper, we will focus on challenges 
for heterogeneous and unstructured data, which fits the Big 
Data property variety. Variety is seen to be more relevant than 
the pure volume of the data [7]. In the context of Big Data, va-
riety describes two kinds of variations. One is the structural or 
syntactical variation of a dataset and of the concrete data types, 
which occurs when two data sources are not expressed equally. 
The other one is the variation of how the data is represented or 
the semantic variation, and thus how the data has to be seman-
tically interpreted; this is sometimes called conceptual hetero-
geneity [11, 13]. In literature, more types of data heterogeneity 
can be found, which will be introduced in the following. 

Heterogeneity from a statistical point of view means differ-
ent statistical properties across a dataset. A common data min-
ing assumption is that statistical properties are similar or equal 
across a dataset. The statistical heterogeneity even enlarges 
with a growing amount of data, as given in Big Data [12]. Fur-
ther, data can be terminological heterogeneous, when names 
for the same entities vary from different sources (e.g., sensors 
integrated into different PLC (Programmable Logic Controller) 
programs). In addition, data and entities which are different in-
terpreted by people are called semiotic heterogeneous. In some 
sources, this property is named pragmatic heterogeneity [11, 
13]. In summary, the paper introduces five kinds of data heter-
ogeneity. In the following, these aspects of heterogeneity are-
named, reviewed and rated based on their relevance for appli-
cations in the domain of industrial automation. 
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Fig. 2. Knowledge Discovery in Databases (KDD) Process [9] 
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Syntactical or structural heterogeneity exists in nearly 
every use case, where different data sources are present (e.g., 
multiple sensors from different companies). This heterogeneity 
is in some cases unavoidable and desired when e.g., different 
sensors as an optical or acoustic sensor are used to get different 
views on the same entity since they deliver their data most 
likely in a different syntax [12]. Nevertheless, it also can be 
undesired, if for example, no unified communication standard 
between similar devices (such as the communication protocol 
of a CAN-Bus) exists, the syntactical and structural represen-
tation of the data differ [4]. This leads to different data types, 
although the same kind of data is recorded. Data fields can e.g. 
have different ranges for the same kind of data (e.g., a sensor 
measures a distance in meter, while another one measures it in 
miles). By knowing the data and its sources, the data can and 
has to be translated to a unified data type, unit, and range in this 
case. This is an essential part of every data integration and anal-
ysis task, and therefore is relevant in the context of industrial 
automation, too. 

Semantical or conceptual heterogeneity is the difference 
in representing the same domain of interest [11, 13]. This dif-
ference can further be separated. Relevant for the domain of 
industrial automation are differences in coverage, which occurs 
when two data sources describe different regions of the real 
world at the same level of detail and from a unique perspective. 
For example, equal sensors are mounted on different places of 
a machine with a different coverage region. Another relevant 
heterogeneity factor is the difference in perspective (or differ-
ence in scope). Different data sources have different perspec-
tives while modeling the same region of the real world at the 
same level of detail, e.g., a pressure and a temperature sensor, 
which cover the same region of a machine and measure in the 
same time interval. Lastly, semantic heterogeneous data can 
have a difference in meaning and interpretation of data values. 
This often occurs, when different and independent parties de-
veloped a data schema for the same domain. These aspects of 
differences have to be considered for industrial automation sys-
tems to give the available data the correct meaning in the fur-
ther process of knowledge discovery. 

Statistical heterogeneity is a challenge for all data pro-
cessing tasks in real-world applications, as real datasets usually 
are not perfectly and equally distributed as expected in theory. 
Therefore, this is a general challenge, which has to be consid-
ered in every knowledge discovery approach. For data integra-
tion and information exchange, this heterogeneity aspect is not 
seen to be relevant. However, for data mining techniques such 
as machine learning, this heterogeneity type can be the most 
relevant aspect, as model training is directly affected by this 
[12]. An example is a dataset for a classification module, where 
“good” data without any failure can easily be recorded during 
run time. Since products with failures are necessary for “bad” 
data, this data is expensive to produce. As a result, often statis-
tical heterogeneous and imbalanced datasets exist. 

Terminological heterogeneity stands for the variation of 
names in different data sources when the same entities are re-
ferred [11, 13]. This can exist in reality for industrial automa-

tion systems, but may easily be resolved by renaming and con-
sistency checking of the names when the same entities are mod-
eled in different systems. Due to this resolvability, this aspect 
is not considered further in the paper, although it probably oc-
curs frequently. 

Semiotic or pragmatic heterogeneity occurs when differ-
ent interpretations of an entity by people exist. It depends on 
the interpretation of humans and is hard to detect or resolve for 
a computer [11, 13]. 

Based on the more detailed definition and classification of 
the heterogeneity aspects above, we argue that for industrial 
automation applications, syntactical and semantical data heter-
ogeneity are the main challenges to resolve. For these two as-
pects, the concrete challenges for data integration and data min-
ing need to be derived further. 

2.3. Semantic Data Integration 

For every data analytics task, the relevant data first has to be 
integrated and made available for further processing. Follow-
ing the KDD process, several steps have to be performed before 
new patterns can be detected in the data. These tasks are the 
selection, preprocessing, and transformation of data (see Fig. 
2). They often take a huge amount of the overall work in the 
KDD process. Following [14], solely the preparation step can 
require up to 45% of the total effort in a KDD process. When 
having multiple data sources with, e.g., syntactical and seman-
tical heterogeneous data, the process is becoming even more 
challenging, since the selection, preprocessing and transfor-
mation have often to be handled separately. Nevertheless, we 
argue that the goal is to perform one data mining step based on 
all available data coming from different sources, when this data 
affects the observed behavior (e.g., failure of a machine). One 
approach to handle data integration for heterogeneous data is 
semantic data integration, which aims to combine data from 
different sources and consolidate the available data into mean-
ingful and valuable information by using semantic technologies 
[15]. To finally perform data mining on heterogeneous and un-
structured data, first, the before-mentioned parts of the KDD 
process have to be considered and processed in applications. 
Semantic data integration shall enable the import and transfor-
mation of heterogeneous data from multiple sources. Different 
approaches in the context of industrial automation exist that try 
to resolve semantical and syntactical conflict with the help of 
ontologies. In the following, some of them are shortly intro-
duced. These approaches try to tackle the topic of semantic in-
tegration for the industrial automation domain in a general way 
and are viewed as a good starting point for future works: 

Semantic Sensor Network (SSN) Ontology was defined 
and developed by the W3C (World Wide Web Consortium), 
which targets to describe the properties of sensors and their ca-
pabilities as well as the resulting observations [16]. The data 
shall be available in a machine-readable and interpretable form 
to allow autonomous or semi-autonomous data collection, pro-
cessing, and acting on sensors and their observations. This on-
tology enables sensing data and resolving semantic heteroge-
neity already in the data acquisition phase. 
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a computer [11, 13]. 

Based on the more detailed definition and classification of 
the heterogeneity aspects above, we argue that for industrial 
automation applications, syntactical and semantical data heter-
ogeneity are the main challenges to resolve. For these two as-
pects, the concrete challenges for data integration and data min-
ing need to be derived further. 

2.3. Semantic Data Integration 

For every data analytics task, the relevant data first has to be 
integrated and made available for further processing. Follow-
ing the KDD process, several steps have to be performed before 
new patterns can be detected in the data. These tasks are the 
selection, preprocessing, and transformation of data (see Fig. 
2). They often take a huge amount of the overall work in the 
KDD process. Following [14], solely the preparation step can 
require up to 45% of the total effort in a KDD process. When 
having multiple data sources with, e.g., syntactical and seman-
tical heterogeneous data, the process is becoming even more 
challenging, since the selection, preprocessing and transfor-
mation have often to be handled separately. Nevertheless, we 
argue that the goal is to perform one data mining step based on 
all available data coming from different sources, when this data 
affects the observed behavior (e.g., failure of a machine). One 
approach to handle data integration for heterogeneous data is 
semantic data integration, which aims to combine data from 
different sources and consolidate the available data into mean-
ingful and valuable information by using semantic technologies 
[15]. To finally perform data mining on heterogeneous and un-
structured data, first, the before-mentioned parts of the KDD 
process have to be considered and processed in applications. 
Semantic data integration shall enable the import and transfor-
mation of heterogeneous data from multiple sources. Different 
approaches in the context of industrial automation exist that try 
to resolve semantical and syntactical conflict with the help of 
ontologies. In the following, some of them are shortly intro-
duced. These approaches try to tackle the topic of semantic in-
tegration for the industrial automation domain in a general way 
and are viewed as a good starting point for future works: 

Semantic Sensor Network (SSN) Ontology was defined 
and developed by the W3C (World Wide Web Consortium), 
which targets to describe the properties of sensors and their ca-
pabilities as well as the resulting observations [16]. The data 
shall be available in a machine-readable and interpretable form 
to allow autonomous or semi-autonomous data collection, pro-
cessing, and acting on sensors and their observations. This on-
tology enables sensing data and resolving semantic heteroge-
neity already in the data acquisition phase. 
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SAREF-Ontology (Smart Appliances Reference) Ontol-
ogy [17] is a model standardized by the ETSI (European Tele-
communications Standards Institute) committee Smart Ma-
chine-to-Machine communications (SmartM2M) to intercon-
nect data and enable communication across different protocols 
and standards for IoT devices in the area of smart applications. 
The focus lies there on home and building sensors. To enroll 
this standard further for other application domains, the SAREF 
ontology is extended. SAREF4INMA is the resulting extension 
for the industry and manufacturing domain [18] to align with 
related initiatives in the domain, such as the Reference Archi-
tecture Model for Industry 4.0 (RAMI). SAREF4INMA shall 
enable interoperability between various types of production 
equipment and between organizations along the value chain. 

The Optique Project [19] worked on ontology-based data 
access (OBDA) technology to build up a semantic end-to-end 
connection between different data sources and a user. In this 
project, the main target was to integrate heterogeneous and dis-
tributed data sources and make the vast amount of Big Data 
accessible for a user. 

Modoni et al. [20] developed a methodological approach for 
supporting new semantic model development with the focus on 
reusing existing data models (e.g. as introduced above) and the 
semantic conversion of legacy models. 

The above-mentioned approaches aim to resolve the seman-
tic heterogeneity of the data with semantic technologies. To re-
solve the syntactical heterogeneities, different approaches ex-
ist, such as SensorML [21]. 

With approaches as listed above, the heterogeneous data 
coming from multiple data sources of industrial automation 
systems can be accessed, preprocessed, transformed, and stored 
according to syntactical and semantic rules. Based on this, data 
mining techniques can explore and detect patterns in this heter-
ogeneous data. 

2.4. Machine Learning 

Machine learning, one of the central sub-areas of AI, was 
stated as one of the main drivers for innovation [22] and is one 
of the most often used data mining techniques. Machine learn-
ing in general is a learning-based or data-driven approach to 
design a processing rule. This processing rule is learned based 
on examples [23]. For conventional ML classifiers, features are 
extracted based on defined rules, e.g., from a domain expert. 
With the extracted features, the following desired task (e.g., 
classification) is performed by statistical methods. In Deep 
Learning methods, just one network (a Deep Neural Network, 
short DNN) exists for the task of feature extraction and, e.g., 
classification. The DNN consists of multiple layers building a 
“deep” model structure. The model learns and adapts the net-
work parameters by a proper loss function while the training 
phase. Deep Learning is a special type of ML [24]. The domain 
of ML is traditionally divided into three parts: Supervised 
Learning, Unsupervised Learning, and Reinforcement Learn-
ing [22]. In some sources, semi-supervised learning, which is a 
mixture of supervised and unsupervised learning, is added as 
the fourth part of it. Depending on the data and label quality, 

availability, and application, a suitable method has to be cho-
sen. For supervised learning, every data needs a corresponding 
label, as given for classification tasks or regression tasks (e.g., 
wear-out prognosis). In unsupervised learning, no labels are 
given. Typical use cases are clustering or dimensionality reduc-
tion. In reinforcement learning, a reinforcement learning agent 
interacts with the environment and performs actions. Based on 
the feedback from the environment (rewards) the agent is rein-
forced to a specific behavior. As a result, the agent learns a task 
by trial and error. Robotic navigation and skill acquisition use 
methods from this domain. This field of ML has drawn a lot of 
attention in the manufacturing field in the last years, e.g. to de-
velop smart control agents for control processes, such as for the 
adaptive control of a laser welding process [25]. 

The performance of an ML algorithm depends heavily on 
the representation of the data they consume [24]. The models 
are usually domain-specific and trained in a pre-defined envi-
ronment. One major challenge in ML is how to deal with het-
erogeneous data [12], which will be discussed in the next chap-
ter in more detail. In this case, often separate and even manual 
processing of data is performed on each type of data, thus los-
ing the benefit of data variety, which can enable a better overall 
performance, when the data is used in a holistic approach. 

3. Challenges for Knowledge Discovery in heterogeneous 
data for Industrial Automation Systems 

When facing heterogeneous and unstructured data, the ex-
isting knowledge discovery approaches are limited and often 
cannot handle the variety of the data suitably to gain the ex-
pected benefit of it. Therefore, different approaches are neces-
sary, which shall be able to handle the challenges in a KDD 
process for heterogeneous data, especially for industrial auto-
mation systems. The below-discussed challenges are not com-
plete but shall give an overview of the most challenging ques-
tions when facing heterogeneous and unstructured data. 

How to integrate, store and describe data is a challenge nat-
urally arising when heterogeneous data sources exist. An easy 
and naive approach would be to assume that standardized data 
formats and data descriptions can be used. This would naturally 
resolve the most problems of semantical and syntactical heter-
ogeneity. Although most parties in a domain probably agree 
with this, the development of a common and standardized data 
and communication format typically takes a long time [4], so 
this approach will not resolve the currently faced challenges. 
Due to the lack of one common data language, multiple data 
protocols and semantics exist, e.g., different companies use dif-
ferent data formats, communication protocols or have a differ-
ent semantic meaning for the same variable name [12]. This 
leads in the end to a big variety of data protocols, which require 
flexible interfaces instead of predefined and fix database inter-
faces. Integrating data coming from multiple sources and adapt 
to new sources, is a requirement [26]. Once the data is inte-
grated, the data has to be stored in an appropriate way, which 
allows fast data access, extendibility, and changeability of the 
storage for new features (e.g., when a new sensor is installed or 
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changed). In addition, the relations within the data shall be pre-
served. Classical relational database systems are challenged by 
the increasing heterogeneity and can often not handle the big 
amount of relations in the data [27]. As a result, data from one 
or multiple similar sources are often held in separate so-called 
data silos. Each silo typically has a (slightly) different seman-
tic. When data from another data silo is needed, ETL (Extract, 
Transform, Load) processes are mandatory to translate the data 
from the data schema and semantic of one silo to another silo. 
Naturally, it is desired to have a common description and stor-
age of the data, which makes the data available, easily accessi-
ble, and interchangeable. 

After the data is integrated and stored, the task is to discover 
patterns in the data, which in the end deliver additional value. 
For this purpose, the available unstructured and heterogeneous 
data shall be consumable for the data mining methods (e.g., 
DNNs). For typical ML methods, this sort of data is not usable 
directly [28]. Without any data normalization or transfor-
mation, the models will most probably not converge. With mul-
tiple heterogeneous data sources, the effort for data normaliza-
tion and transformation is increasing tremendously, when e.g., 
every source has to be normalized separately or even manually 
by analyzing the data and its properties. The resulting hetero-
geneous features coming from the diverse data sources shall be 
used in combination to benefit from the full data variety. In a 
classical ML approach, different models are used for different 
data sources and types (e.g., for image data, time-series data) 
and the extracted knowledge can be used further. In this ap-
proach, the different data sources would not be combined by 
the data-driven model [29]. Following this, classical ML meth-
ods will not use the advantage of the Big Data variety. The 
challenge is to combine the heterogeneous data in a machine-
readable form to enable “end-to-end” learning for a data-driven 
learning approach instead of multi-step learning. As the last 
challenge for industrial automation systems, we see the availa-
bility and usage of expert knowledge and analytical models. 
Most processes exist already for a long time and experts for 
them are present in the companies. Moreover, in some scenar-
ios, additional analytical models are available, which can de-
scribe the system behavior at least up to a specific accuracy. 
This knowledge shall be used for knowledge discovery in het-
erogeneous and unstructured data, too. However, it is an open 
challenge how expert knowledge and analytical models can be 
integrated efficiently into the data-driven data mining step. 

Overall, different challenges exist in the knowledge discov-
ery process for heterogeneous and unstructured data. In this 
chapter we introduced four challenges, formulated as open 
questions: 
1. How to integrate the heterogeneous data? 
2. How to describe and store the data uniformly and stand-

ardized? 
3. How to combine heterogeneous data to enable “end-to-

end” learning? 
4. How to integrate available expert knowledge and analyti-

cal models? 
In the following chapter, some existing approaches that try 

to answer the questions are named and discussed. 

4. Approaches and Discussion 

As already introduced previously, there exist semantic ap-
proaches, which handle data integration and modeling through 
semantic data integration. Data integration and transformation 
can be performed with the help of ontologies [15, 30, 31]. An 
approach for additionally tackling the data storage challenges 
can be Knowledge Graphs. As in [32], they use semantic 
knowledge bases to resolve semantic heterogeneity and model 
the data with the help of ontologies. Following [28], the 
Knowledge Graph in combination with new algorithms, such 
as Graph Analytics or Graph Convolutional Neural Networks 
[33], can enable “end-to-end” learning of a model from the 
available heterogeneous data. This would also tackle the third 
mentioned challenge. 

We additionally propose two approaches based on known 
ML methods, which we call feature extraction approach and 
ensemble learning. In the feature extraction approach, differ-
ent algorithms are trained in the first stage to extract meaning-
ful features and reduce the dimensionality of the data. The 
training of these feature extractors is performed separately per 
data type (e.g., one extractor for images, one for time-series 
data, etc.). Thereafter, the extracted features are fed into a sec-
ond stage ML model, which produces the final output (e.g., 
class label or regression output). For this approach, a two-
staged learning process is required [29]. In [34], a feature ex-
traction approach is realized with two image sources for a 
quality diagnosis platform for laser-based manufacturing pro-
cesses. When one feature extraction algorithm has to be 
changed, the stage-2 algorithm has to be trained again. This can 
further be improved by Transfer Learning paradigms. The 
stage-2 algorithm shall solely adapt to the changed input data 
instead of retraining on all data, which is a typical scenario for 
Transfer Learning [35]. The second approach is ensemble 
learning, where different models are separately trained to per-
form the desired task (e.g., classification or regression). These 
outputs are then combined to the final output (e.g., class label) 
[36]. This combination can be a simple majority voting or some 
sort of weighting. Nevertheless, none of these three approaches 
(Knowledge Graph, Feature Extraction, and Ensemble Learn-
ing) integrates available knowledge or analytical models. Thus, 
hybrid ML models are required, which combine analytical with 
data-driven models [37], but they do not fulfill further chal-
lenges. In the end, we see currently no approach, which can 
fulfill all mentioned challenges. Therefore, we argue that a new 
concept is mandatory, which shall contain the following func-
tionalities: 
• Semantic data integration and modeling 
• Data storage while preserving the relation of data and the 

underlying data model with fast data access 
• Performing data mining using the available data variety 

and enabling “end-to-end” learning 
• Possibility to include and use available expert knowledge 

and analytical models 

5. Conclusion and Future Work 

Overall, the amount of unstructured and heterogeneous data 
is increasing drastically over the past year. This growth will 
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SAREF-Ontology (Smart Appliances Reference) Ontol-
ogy [17] is a model standardized by the ETSI (European Tele-
communications Standards Institute) committee Smart Ma-
chine-to-Machine communications (SmartM2M) to intercon-
nect data and enable communication across different protocols 
and standards for IoT devices in the area of smart applications. 
The focus lies there on home and building sensors. To enroll 
this standard further for other application domains, the SAREF 
ontology is extended. SAREF4INMA is the resulting extension 
for the industry and manufacturing domain [18] to align with 
related initiatives in the domain, such as the Reference Archi-
tecture Model for Industry 4.0 (RAMI). SAREF4INMA shall 
enable interoperability between various types of production 
equipment and between organizations along the value chain. 

The Optique Project [19] worked on ontology-based data 
access (OBDA) technology to build up a semantic end-to-end 
connection between different data sources and a user. In this 
project, the main target was to integrate heterogeneous and dis-
tributed data sources and make the vast amount of Big Data 
accessible for a user. 

Modoni et al. [20] developed a methodological approach for 
supporting new semantic model development with the focus on 
reusing existing data models (e.g. as introduced above) and the 
semantic conversion of legacy models. 

The above-mentioned approaches aim to resolve the seman-
tic heterogeneity of the data with semantic technologies. To re-
solve the syntactical heterogeneities, different approaches ex-
ist, such as SensorML [21]. 

With approaches as listed above, the heterogeneous data 
coming from multiple data sources of industrial automation 
systems can be accessed, preprocessed, transformed, and stored 
according to syntactical and semantic rules. Based on this, data 
mining techniques can explore and detect patterns in this heter-
ogeneous data. 

2.4. Machine Learning 

Machine learning, one of the central sub-areas of AI, was 
stated as one of the main drivers for innovation [22] and is one 
of the most often used data mining techniques. Machine learn-
ing in general is a learning-based or data-driven approach to 
design a processing rule. This processing rule is learned based 
on examples [23]. For conventional ML classifiers, features are 
extracted based on defined rules, e.g., from a domain expert. 
With the extracted features, the following desired task (e.g., 
classification) is performed by statistical methods. In Deep 
Learning methods, just one network (a Deep Neural Network, 
short DNN) exists for the task of feature extraction and, e.g., 
classification. The DNN consists of multiple layers building a 
“deep” model structure. The model learns and adapts the net-
work parameters by a proper loss function while the training 
phase. Deep Learning is a special type of ML [24]. The domain 
of ML is traditionally divided into three parts: Supervised 
Learning, Unsupervised Learning, and Reinforcement Learn-
ing [22]. In some sources, semi-supervised learning, which is a 
mixture of supervised and unsupervised learning, is added as 
the fourth part of it. Depending on the data and label quality, 

availability, and application, a suitable method has to be cho-
sen. For supervised learning, every data needs a corresponding 
label, as given for classification tasks or regression tasks (e.g., 
wear-out prognosis). In unsupervised learning, no labels are 
given. Typical use cases are clustering or dimensionality reduc-
tion. In reinforcement learning, a reinforcement learning agent 
interacts with the environment and performs actions. Based on 
the feedback from the environment (rewards) the agent is rein-
forced to a specific behavior. As a result, the agent learns a task 
by trial and error. Robotic navigation and skill acquisition use 
methods from this domain. This field of ML has drawn a lot of 
attention in the manufacturing field in the last years, e.g. to de-
velop smart control agents for control processes, such as for the 
adaptive control of a laser welding process [25]. 

The performance of an ML algorithm depends heavily on 
the representation of the data they consume [24]. The models 
are usually domain-specific and trained in a pre-defined envi-
ronment. One major challenge in ML is how to deal with het-
erogeneous data [12], which will be discussed in the next chap-
ter in more detail. In this case, often separate and even manual 
processing of data is performed on each type of data, thus los-
ing the benefit of data variety, which can enable a better overall 
performance, when the data is used in a holistic approach. 

3. Challenges for Knowledge Discovery in heterogeneous 
data for Industrial Automation Systems 

When facing heterogeneous and unstructured data, the ex-
isting knowledge discovery approaches are limited and often 
cannot handle the variety of the data suitably to gain the ex-
pected benefit of it. Therefore, different approaches are neces-
sary, which shall be able to handle the challenges in a KDD 
process for heterogeneous data, especially for industrial auto-
mation systems. The below-discussed challenges are not com-
plete but shall give an overview of the most challenging ques-
tions when facing heterogeneous and unstructured data. 

How to integrate, store and describe data is a challenge nat-
urally arising when heterogeneous data sources exist. An easy 
and naive approach would be to assume that standardized data 
formats and data descriptions can be used. This would naturally 
resolve the most problems of semantical and syntactical heter-
ogeneity. Although most parties in a domain probably agree 
with this, the development of a common and standardized data 
and communication format typically takes a long time [4], so 
this approach will not resolve the currently faced challenges. 
Due to the lack of one common data language, multiple data 
protocols and semantics exist, e.g., different companies use dif-
ferent data formats, communication protocols or have a differ-
ent semantic meaning for the same variable name [12]. This 
leads in the end to a big variety of data protocols, which require 
flexible interfaces instead of predefined and fix database inter-
faces. Integrating data coming from multiple sources and adapt 
to new sources, is a requirement [26]. Once the data is inte-
grated, the data has to be stored in an appropriate way, which 
allows fast data access, extendibility, and changeability of the 
storage for new features (e.g., when a new sensor is installed or 
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changed). In addition, the relations within the data shall be pre-
served. Classical relational database systems are challenged by 
the increasing heterogeneity and can often not handle the big 
amount of relations in the data [27]. As a result, data from one 
or multiple similar sources are often held in separate so-called 
data silos. Each silo typically has a (slightly) different seman-
tic. When data from another data silo is needed, ETL (Extract, 
Transform, Load) processes are mandatory to translate the data 
from the data schema and semantic of one silo to another silo. 
Naturally, it is desired to have a common description and stor-
age of the data, which makes the data available, easily accessi-
ble, and interchangeable. 

After the data is integrated and stored, the task is to discover 
patterns in the data, which in the end deliver additional value. 
For this purpose, the available unstructured and heterogeneous 
data shall be consumable for the data mining methods (e.g., 
DNNs). For typical ML methods, this sort of data is not usable 
directly [28]. Without any data normalization or transfor-
mation, the models will most probably not converge. With mul-
tiple heterogeneous data sources, the effort for data normaliza-
tion and transformation is increasing tremendously, when e.g., 
every source has to be normalized separately or even manually 
by analyzing the data and its properties. The resulting hetero-
geneous features coming from the diverse data sources shall be 
used in combination to benefit from the full data variety. In a 
classical ML approach, different models are used for different 
data sources and types (e.g., for image data, time-series data) 
and the extracted knowledge can be used further. In this ap-
proach, the different data sources would not be combined by 
the data-driven model [29]. Following this, classical ML meth-
ods will not use the advantage of the Big Data variety. The 
challenge is to combine the heterogeneous data in a machine-
readable form to enable “end-to-end” learning for a data-driven 
learning approach instead of multi-step learning. As the last 
challenge for industrial automation systems, we see the availa-
bility and usage of expert knowledge and analytical models. 
Most processes exist already for a long time and experts for 
them are present in the companies. Moreover, in some scenar-
ios, additional analytical models are available, which can de-
scribe the system behavior at least up to a specific accuracy. 
This knowledge shall be used for knowledge discovery in het-
erogeneous and unstructured data, too. However, it is an open 
challenge how expert knowledge and analytical models can be 
integrated efficiently into the data-driven data mining step. 

Overall, different challenges exist in the knowledge discov-
ery process for heterogeneous and unstructured data. In this 
chapter we introduced four challenges, formulated as open 
questions: 
1. How to integrate the heterogeneous data? 
2. How to describe and store the data uniformly and stand-

ardized? 
3. How to combine heterogeneous data to enable “end-to-

end” learning? 
4. How to integrate available expert knowledge and analyti-

cal models? 
In the following chapter, some existing approaches that try 

to answer the questions are named and discussed. 

4. Approaches and Discussion 

As already introduced previously, there exist semantic ap-
proaches, which handle data integration and modeling through 
semantic data integration. Data integration and transformation 
can be performed with the help of ontologies [15, 30, 31]. An 
approach for additionally tackling the data storage challenges 
can be Knowledge Graphs. As in [32], they use semantic 
knowledge bases to resolve semantic heterogeneity and model 
the data with the help of ontologies. Following [28], the 
Knowledge Graph in combination with new algorithms, such 
as Graph Analytics or Graph Convolutional Neural Networks 
[33], can enable “end-to-end” learning of a model from the 
available heterogeneous data. This would also tackle the third 
mentioned challenge. 

We additionally propose two approaches based on known 
ML methods, which we call feature extraction approach and 
ensemble learning. In the feature extraction approach, differ-
ent algorithms are trained in the first stage to extract meaning-
ful features and reduce the dimensionality of the data. The 
training of these feature extractors is performed separately per 
data type (e.g., one extractor for images, one for time-series 
data, etc.). Thereafter, the extracted features are fed into a sec-
ond stage ML model, which produces the final output (e.g., 
class label or regression output). For this approach, a two-
staged learning process is required [29]. In [34], a feature ex-
traction approach is realized with two image sources for a 
quality diagnosis platform for laser-based manufacturing pro-
cesses. When one feature extraction algorithm has to be 
changed, the stage-2 algorithm has to be trained again. This can 
further be improved by Transfer Learning paradigms. The 
stage-2 algorithm shall solely adapt to the changed input data 
instead of retraining on all data, which is a typical scenario for 
Transfer Learning [35]. The second approach is ensemble 
learning, where different models are separately trained to per-
form the desired task (e.g., classification or regression). These 
outputs are then combined to the final output (e.g., class label) 
[36]. This combination can be a simple majority voting or some 
sort of weighting. Nevertheless, none of these three approaches 
(Knowledge Graph, Feature Extraction, and Ensemble Learn-
ing) integrates available knowledge or analytical models. Thus, 
hybrid ML models are required, which combine analytical with 
data-driven models [37], but they do not fulfill further chal-
lenges. In the end, we see currently no approach, which can 
fulfill all mentioned challenges. Therefore, we argue that a new 
concept is mandatory, which shall contain the following func-
tionalities: 
• Semantic data integration and modeling 
• Data storage while preserving the relation of data and the 

underlying data model with fast data access 
• Performing data mining using the available data variety 

and enabling “end-to-end” learning 
• Possibility to include and use available expert knowledge 

and analytical models 

5. Conclusion and Future Work 

Overall, the amount of unstructured and heterogeneous data 
is increasing drastically over the past year. This growth will 
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probably continue. To use this Big Data and especially the va-
riety coming with this data in the context of industrial automa-
tion systems, different challenges have to be resolved. This pa-
per shows that the widely known KDD process and the meth-
ods used in it need adaptions to these challenges. The hetero-
geneous data existing in the industrial automation domain has 
different aspects, as semantic and syntactical heterogeneity. 
The two aspects are detected as the most relevant ones in this 
field. These kinds of heterogeneity have to be resolved to ena-
ble the data mining step and discovering patterns in the under-
lying data. Therefore, we argue that semantic approaches are 
necessary to describe the data in a common language and inte-
grate the data coming from different sources. Machine learning 
as a frequently used technique for data mining has to be adapted 
to the specific characteristic of the data. Four concrete chal-
lenges were derived for the knowledge discovery process for 
heterogeneous and unstructured data with a focus on industrial 
automation systems. We show three different approaches 
(Knowledge Graphs with Graph Analytics, Feature Extraction, 
and Ensemble Learning) as proposals for heterogeneous data 
mining. Anyway, none of the approaches can resolve all chal-
lenges on his own. We, therefore, introduced necessary func-
tionalities for a new concept to resolve them. A further con-
cretization of these functionalities and a detailed comparison of 
existing approaches will be part of the upcoming research. The 
definition of a first concrete concept and its components is 
planned as future work, too. The focus of the future work lies 
in industrial automation systems with specific environmental 
conditions, such as timing requirements or distributed partial 
processes. 
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